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Some problems are analyzed arising when a numerical simulation of a random motion of a large
ensemble of diffusing particles is used to approximate the solution of a one-dimensional diffusion
equation. The particle motion is described by means of a stochastic differential equation. The problems
emerging especially when the diffusion coefficient is a function of spatial coordinate are discussed.
The possibility of simulation of various kinds of stochastic integral is demonstrated. It is shown that
the application of standard numerical procedures commonly adopted for ordinary differential equa-
tions may lead to erroneous results when used for solution of stochastic differential equations.
General conclusions are verified by numerical solution of three stochastic differential equations with
different forms of the diffusion coefficient.
Key words: Stochastic modelling; Diffusion process; Stochastic differential equation.

Mass or heat transfer within a flowing liquid is commonly described by means of par-
tial differential equations of parabolic type written, e.g., in the form

∂b
∂t

 + ∇ • (vb) − D ∇ • ∇ b = 0  , (1)

where b denotes the transferred quantity (e.g., mass of a component or enthalpy), v is
the liquid velocity vector and D denotes the intensity of relative motion (diffusion) of
the transferred quantity within the moving liquid. Coefficient D in Eq. (1) is considered
to be a constant scalar quantity. A source of the transferred quantity is not considered
in Eq. (1).

Equations formally identical to Eq. (1) are commonly adopted in the theory of sto-
chastic processes for the description of evolution of a so-called transitive probability
density function f(x;t| y;t0) of spatially three-dimensional stochastic process X (t):
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f(x;t| y;t0) = 
∂3

∂x1∂x2∂x3
 P {X1≤ x1; X2 ≤ x2; X3 ≤ x3| X(t0) = y } , (2)

where t > t0 and Xi ≡ Xi(t) , (i = 1, 2, 3).
The process X(t) can be considered, e.g., as a radius-vector describing stochastic

trajectory of a diffusing molecule. This analogy was analyzed in recent paper1 including
the possibility that the diffusion coefficient can be treated as the second-order tensor
with coordinates varying both in space and time.

If the transitive probability density function f(x;t| y;t0) of the stochastic process X(t)
is a solution of Eq. (1), then it can be proved2,3 that the process X(t) is generated by the
following stochastic differential equation

dX(t) = v dt + √2D  dW(t)  . (3)

Symbol W(t) denotes the three-dimensional Wiener process. The individual coordinates
of the process W(t) can be formally considered as integrals of the white-noise pro-
cess2,3. The second term on the right-hand side of Eq. (3) therefore describes the effects
of random factors acting on the diffusing molecule. The first term on the right-hand
side expresses the dynamics of the deterministic part (i.e. the mean value) of process
X(t). Coefficient v in Eq. (3) is commonly called the drift coefficient. It can be a deter-
ministic function of the process X(t) and also explicit function of time.

The integration of the second term on the right-hand side of Eq. (3) becomes proble-
matic when diffusion coefficient D is a function of X(t) or even of W(t). Two distinct
definitions of the so-called stochastic integral of diffusion term √2D  dW(t) in Eq. (3)
are reported in literature2,3: the Ito stochastic integral and the Stratonovich one. These
two definitions yield different forms of the diffusion equation (Eq. (1)) when diffusion
coefficient D is a function of position. The problem of proper formulation of the diffu-
sion term in transport (balance) equations was analyzed also in chemical engineering
literature4.

In one of our previous papers5, the definition of the stochastic integral was gener-
alized and a set of stochastic integrals was introduced. The Ito and Stratonovich inte-
grals are particular elements of this set. A so-called transport stochastic integral was
defined yielding diffusion term in Eq. (1) in the form commonly adopted for the de-
scription of diffusion processes.

Stochastic differential equations (SDEs) in the form of Eq. (3) were used for the
modelling of various chemical-engineering processes, including the modelling of flow
chemical reactors6–8, description of the mass and heat transfer in fluidized beds9,10, modell-
ing of a turbulent diffusion11–13 and chemical reaction in a turbulent flow14, and simu-
lation of mixing the sand particles in a rotating drum mixer15. The equations of the
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same type were also adopted in physics, biology and chemistry, e.g., for the modelling of
evolution of the chirality of organic molecules16 and for the simulation of the prey-pre-
dator systems17,18. Remarkable attention was devoted to modelling the noise-induced
phase transitions in systems exposed to a fluctuating environment, e.g., in a population
of growing cancer cells19–22.

A solution of SDE (3) is represented by a (vector) stochastic function of time X(t)
under the assumption that the initial distribution of this function is given (formally we
can write it as limt→t0

 X(t) = X0). Then the distribution of process X(t) at any subsequent
time instant t > t0 can be determined if Eq. (3) can be solved analytically. It is, how-
ever, usually possible only for very simple forms of coefficients v and D and for one-
dimensional (scalar) problems.

The transitive probability density function (TPDF) describing the distribution of ran-
dom variable X(t) at each time instant t under the given initial distribution at initial time
instant t0 (cf. Eq. (2)) represents the complete probabilistic description of solution of
Eq. (3) as the stochastic process generated by Eq. (3) is of the Markov type2,3. The
TPDF can be, in certain cases, gained by solving the corresponding Kolmogorov equa-
tion (cf. Eq. (1)) with the appropriate boundary and initial conditions. In many cases of
practical interest, however, it is only possible to solve the Kolmogorov equation for the
stationary probability density function (i.e., for t →∞) and very often it is not possible
to solve the Kolmogorov equation analytically at all and even not by numerical
methods. Simplified methods23,24 yielding, however, only few of all of the statistical
parameters (e.g., mean value and variance) of the process X(t) can be adopted under
such circumstances. These simplified methods cannot be used for the simulation of
transition states of the process.

A possible way of obtaining the solution of SDEs consists in the simulation of a large
number of individual trajectories of the process X(t) using the stochastic differential
equation(s) governing the process and the subsequent estimation of the TPDF or at least
of some of its statistical parameters (e.g., moments) applying standard procedures to the
ensemble of simulated trajectories of X(t) at selected values of t.

Hybrid computers can be used as efficient and fast solvers for SDEs (refs11,12,19–21).
The analog part of the computer (an integrator) serves for the simulation of individual
realizations of the process X(t). The Wiener process W(t) is obtained by analog integra-
tion of the white-noise process generated by means of an electrical noise generator with
a sufficient band-width. The digital part of the hybrid computer is used for the sampling
of the process X(t) and for an evaluation of required numerical outputs. The applica-
bility of hybrid computers is somewhat restricted due to the limited ability of analog
function generators to approximate arbitrary mathematical functions occurring in SDEs.
The possibility of modelling various kinds of boundary conditions is also limited. The
solution of SDEs obtained using the analog computer corresponds to the Stratonovich
definition of the stochastic integral2,3,11,12,19–21.
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Another way of obtaining the individual trajectories of process X(t) governed by
SDE in the form of Eq. (3) consists in direct numerical solution of Eq. (3) using an
appropriate numerical integration routine. One application of this routine yields single
trajectory (random realization) of the process X(t). Repeating this procedure many
times results in ensemble of trajectories which can be used for the estimation of statis-
tical parameters of the process X(t) (refs8–12,15,16). Recently Laso25 has published a valu-
able review paper on numerical solution of SDEs. A way of modelling of all kinds of
boundary conditions has been presented. However, only the Ito definition of stochastic
integral and constant drift term have been considered. Petersen26 reviewed some algo-
rithms for numerical solution of SDEs and published a new one (suitable also for multi-
variate problems) and tested it with several example SDEs.

Details of numerical methods used for the simulation of trajectories X(t) are not
usually reported in literature. Therefore, the aim of this paper is to present here our
experience with the application of certain numerical procedure to solving the stochastic
differential equations of diffusion type (cf. Eq. (3)). We restrict ourselves to the one-
dimensional problems and to the SDEs involving the diffusion coefficient being a func-
tion of the spatial coordinate. These equations bring the most serious problems to be
solved by numerical methods. A shortened version of this paper has been presented
recently27.

THEORETICAL

The stochastic differential equation generating the one-dimensional (scalar) diffusion
process X(t) (i.e., the equation describing random walk of a diffusing particle on the
line) can be written in the form

dX(t) = v[X(t),t] dt + G[X(t),t] dW(t)  . (4)

Both coefficients v and G can generally be functions of the instantaneous particle posi-
tion and, occasionally, explicitly also of time. The integral form of Eq. (4) is28

X(t) − X(0) = ∫ 
0

t

v[X(s),s] ds + ∫ 
0

t

G[X(s),s] dW(s)  . (5)

The first integral on the right-hand side of Eq. (5) is a common integral in the Riemann
sense. The second one (of the Stieltjes type) is denoted as the stochastic integral and is
defined by the relation5,28

∫ 
c

d

G[X(s),s] dW(s) = lim
n→∞

 ∑ 
i=0

n−1

G[X(ti) + α∆Xi,ti + αk] ∆Wi  ,      [0 ≤ α ≤ 1]  , (6)
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where ti are the equidistantly placed time instants resulted from the discretization of the
time axis with step k. ∆Wi and ∆Xi  are increments of the Wiener process and the process
X(t), respectively

k  = ti+1 − ti

∆Wi  = W(ti+1) − W(ti)

∆Xi  = X(ti+1) − X(ti)

i  = 0, 1, 2,…, n − 1  , (7)

where t0 = c and tn = d.
In the definition of the Riemann integral, parameter α can take an arbitrary value

within the given bounds (see Eq. (6)), i.e., the position of abscissa αk within interval
〈ti,ti+1〉 can be also arbitrary. This is not true for the stochastic integral; in this case
coefficient G is a function of process X(t) itself. The solution of Eq. (4) – the process
X(t) – depends on the way, stochastic integral (6) is defined by, i.e., on the value of α.
In the following text, the distinct solutions of Eq. (4) depending on the actual definition
of the stochastic integral will be distinguished by the superscript, e.g., Xα(t).

The distinct types of the stochastic integral are related by the equation2,3,29

Xα(t) = Xβ(t) + (α − β) ∫ 
0

t

G[Xβ(s),s] ∂
∂X

 [G(x,s)| x=Xβ(s)] ds  , (8)

where the integral is of the Riemann kind. Equation (6) defines an infinite set of sto-
chastic integrals depending on the value of α. However, the only three stochastic inte-
grals are of practical interest:

1. For α = 0, Eq. (6) defines the Ito stochastic integral (ISI). The ISI is considered as
the mathematically rigorous definition of the stochastic integral because the integrand
function G and the Wiener process increment ∆W are mutually stochastically inde-
pendent2–4,28.

2. For α = 1/2, Eq. (6) defines the Stratonovich stochastic integral (SSI). The SSI is
considered to be a natural way of stochastic processes integration governing real dy-
namical systems. Results of analog computer simulations confirm this statement11,12,19–21.

3. For α = 1, a so-called transport stochastic integral (TSI) was introduced5 applicable to
the description of systems involving the diffusional mass or heat transport.

In this case, coefficient G is a function of the spatial coordinate, three different forms of
the diffusion equation for the TPDF are obtained for the above values of parameter α.
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General form of the diffusion equation for a one-dimensional stochastic diffusion pro-
cess Xα(t) may be written as follows5

∂fα

∂t
 + 

∂
∂x

 [v(x,t)fα] + α 
∂
∂x

 



fαG(x,t) ∂

∂x
 G(x,t)


 − 

1
2
 

∂2

∂x2 G
2(x,t)fα = 0  , (9)

where fα = fα(x;t|y) is the TPDF describing the process Xα(t). The solution of Eq. (9)
can be used (if available) for the check of results of numerical simulations of SDEs.

The only initial condition, i.e., the value of stochastic process X(t) at t = 0 (cf. Eq. (5)),
is necessary for solution of Eq. (4). Throughout this paper, the initial condition is con-
sidered as a non-random constant, i.e.

X(0) = x0  . (10)

The corresponding initial condition for Eq. (9) has a form of the Dirac δ-function

lim
t→0

 fα = δ(y − x0)  . (11)

Two boundary conditions have to be further supplied for the solution of Eq. (9). A
distribution of the process X(t) over the whole real axis x is commonly considered in
the probability theory yielding the boundary conditions in the form

lim
x→−∞

 fα = lim
x→+∞

 fα = 0  . (12)

When the process X(t) can take only positive values, the above boundary conditions
usually have the form

lim
x→0+

 fα = lim
x→+∞

 fα = 0  . (13)

A distribution of the process X(t) over the interval of the finite length is usually
considered in chemical engineering problems, e.g., when processes within a closed
equipment are to be modelled. The mass fluxes at boundaries of the closed system (i.e.
at the ends of considered interval) have zero value

lim
x→x1+

 jα(x;t) = lim
x→x2−

 jα(x;t) = 0  , (14)
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where flux jα is defined (cf. Eq. (9)) as

jα(x;t) = v(x;t) fα + 
α
2

 fα 
∂
∂x

 G
2(x,t) − 

1
2
 

∂
∂x

 G
2(x,t)fα  . (15)

Boundary conditions (14) are replaced with the conditions of the reflecting boun-
daries at the ends of the considered interval during numerical simulation of the SDEs
(the trajectory of the simulated stochastic process reflects back into the interval when
reaching the boundary). This approach was successfully adopted in our previous
paper15 dealing with the description of solid particles blending in a rotating horizontal
drum mixer.

In the following, the above approach to numerical solution of SDEs will be applied
to several test examples.

NUMERICAL EXPERIMENTS

Numerical Solution of SDEs

The basic principle of the approach to numerical solution of the diffusion SDEs having
form of Eq. (4) adopted in this paper was described in one of previous papers15 dealing
exclusively with the evaluation of the Ito stochastic integral. Here we expand this ap-
proach to evaluation of the other kinds of stochastic integral.

The numerical solution of the SDEs consists in replacement of original equation (4)
with the finite difference approximation

∆Xi
α  = v(Xi

α,ti)k + G(Xi
α + α ∆Xi

α,ti + αk)N01√k

Xi+1
α   = Xi

α + ∆Xi
α

Xi
α  = Xα(ti)  , (16)

where term N01√k approximates the Wiener process increment over time interval k, N01

is the standardized Gaussian distributed random number. These numbers were generated
using a method of backward interpolation of the Gaussian distribution function30. Great
care should be taken of the selection of the generator of uniformly distributed pseudo-
random numbers serving as input data for the interpolating procedure. The standard
pseudo-random numbers generating functions implemented in programming languages
showed not to be applicable. Throughout simulations presented in this paper, thoroughly
tested procedure RAN2 from ref.31 was used.
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Form of the first term on the right-hand side of Eq. (16) implies that the deterministic
part of the process X(t) increment is evaluated according to the Euler integration
scheme32.

The evaluation of increment ∆Xi
α according to Eq. (16) repeats recursively for i = 1, 2, 3,…

with given initial value x0 for sufficiently large number of process trajectories N.
A histogram of ∆Xi

α values obtained by sorting into h bins represents an approximation
of the transitive probability density function fα(x,ti | x0) at the given time instant ti.

There is not, probably, any general procedure available for a priori estimation of a
value of N yielding the required accuracy of the approximation of transitive probability
density. Computations described in literature11–14,16,20–22,25,26 operates with number of
trajectories within the interval of 5 . 103–1.25 . 105. The upper limit was imposed pre-
dominantly by computational power of the computer used.

The evaluation of increment ∆Xi
α is quite simple for zero value of α (i.e., for Ito

integral). Equation (16) is generally a non-linear equation with respect to increment
∆Xi

α in case of α > 0. Any usual numerical method for solving non-linear equations can
be used for its solution with the Ito increment ∆Xi

0 as an initial guess. Preliminary tests
with various forms of function G[Xα(t)] in Eq. (16) proved that 3 or 4 Newton iterations
are sufficient to yield ∆Xi

α with relative precision within the interval of 10–3–10–6.
Due to the large amount of numerical operations involved in evaluating ∆Xi

α, an
estimation procedure for reasonable size of integration time step k is highly desirable.
The following procedure was adopted throughout computations presented in this paper:

The mean square value of the Ito increment (for zero drift velocity, i.e. v = 0) is
given by

si = G(Xi)√k (17)

as a value of standard deviation of random numbers N01 is equal to unity. Then the
relation for the maximum time step size is

kmax ≤ 




sir L

G(Xi)




2

  , (18)

where sir = si/L is the mean square value of stochastic increment related to interval
length L. By choosing an acceptable value of sir (e.g., sir = 0.1, i.e., the trajectory is
allowed to cross 10% of the length L in one time step), one obtains an estimate of
possible time step from Eq. (18). For functions G(X) considered in this paper we gained
dimensionless time step size estimates within the range of about 10–2–10–4. The time
step size estimated by this procedure, however, does not provide convergence of the
iteration procedure evaluating the increment ∆Xi

α if very large number N01 is generated.
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Then the iteration loop has to be interrupted, and the evaluation of the increment is
repeated with new number N01. Large values of N01 occur very seldomly (depending on
random number generator actually used). Tests proved that less than 0.5% of the total
number of iteration loops does not converge. A reduction of si r lowers the number of
unsuccessful iterations, however, no statistically significant increase of accuracy of
SDE solution was observed.

The deterministic term (drift) v[X(t),t] of Eq. (4) was integrated using either the Euler
method (cf. Eq. (16)) or the second-order Runge–Kutta method (in the case of nonli-
near drift term).

So-called reflecting boundaries were considered for trajectory X(t) at both ends of
the interval considered. The trajectory reflection at the boundary was simulated as in
earlier paper15. The same method was used, e.g., by Laso25.

The computations reported throughout this paper were performed either on IBM
3081 computer or AT 386 PC.

Test SDEs

The procedure for numerical solution of SDEs described in the previous section was tested
using three particular forms of stochastic differential equations of diffusion type – cf. Eq. (4).
The example equations were chosen with respect to the possibility of finding an analy-
tical solution of the corresponding diffusion (Kolmogorov, Fokker–Planck) equation.

A. SDE with the Linear Drift Term

dX = qΦX dt + √(a2 + X2)Φ  dW(t)  , (19)

where a, q and Φ are constants. A kind of Eq. (19) was used by Seinfeld and Lapidus4

as an example documenting the possibility of finding an analytical solution of SDE (for
Φ = 1 and q = 1/2). Constant Φ is a time scaling factor, therefore we considered Φ = 1 s–1

in our simulations. It was proved (see Appendix A) that the analytical solution of diffu-
sion equation (Eq. (A5)) corresponding to SDE (19) is identical for all kinds of stochas-
tic integral (i.e., for all values of α within interval 〈0,1〉) supposing

q = 
1
2
 − α  . (20)

With reflecting boundaries at x1 = 0 and x2 = L and with initial condition X(0) = x0, the
solution is
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f(x;t| x0) = 
1

K√a2 + x2  






1 + 2 ∑ 

n=1

∞

exp 



− 

Φtn2π2

2K2




 cos 




M
K




 cos 





M0

K











  , (21)

where K = arcsinh (L/a), M = nπ arcsinh (x/a) and M0 = nπ arcsinh (x0/a). Stationary
solution fs(x) of SDE (19)

fs(x) = lim
x→+∞

 f(x;t| x0) (22)

can also be found for all values of q and all kinds of stochastic integral (condition (20)
may not be fulfilled in this case)

fs(x) = C(a2 + x2)q+α−1  . (23)

Integration constant C is defined by the condition

∫ 
x1

x2

fs(x) dx = 1  . (24)

Figures 1 and 2 depict results of numerical solution of Eq. (19) at several time instants
for two different values of parameter a. The stochastic term of Eq. (19) was integrated

FIG. 1
Comparison of numerical solution of Eq. (19) with analytical solution (21) for Ito stochastic integral.
Parameters: q = 0.5, a = 0.05, x0 = 1, x1 = 0, x2 = L = 1, α = 0, N = 6 000, h = 50, k = 0.001;
numerical solution (points), analytical solution (lines); a ❍ t = 0.02, ● t = 0.10, ∆ t = 0.20; b ❍ t = 1.0,
● t = 4.0, ∆ t = 7.0 (all parameter and variable values are given in arbitrary time and length units)

6

4

2

0

f(x;t)

0            0.2        0.4             0.6           0.8           1.0

a

x

6

4

2

0

f(x;t)

0            0.2          0.4           0.6           0.8           1.0

b

x

Application of Stochastic Diffusion Processes 521

Collect. Czech. Chem. Commun. (Vol. 61) (1996)



according to Ito definition (α = 0). With respect to Eq. (20), it is necessary to use q = 1/2
to make the comparison of Eq. (19) with Eq. (21) possible. TPDF according to Eq. (21)
is compared with all three kinds of numerical integrals of the stochastic term in Eq. (19) in
Figs 3 and 4. Figure 5 shows the stationary solutions of Eq. (19) without deterministic
(drift) term, i.e., for q = 0. Reflecting boundaries were considered at x1 = –1 and x2 = 1.
Equations (23) and (24) yield the stationary solutions

fs
I(x)  = 

1
2 arctg (1/a)(a2 + x2)

  ,          (α = 0, q = 0)

fs
S(x)  = 

1
2 arcsinh (1/a)√a2 + x2   ,      (α = 1/2, q = 0) (25)

fs
T  = 

1
2
  ,                                        (α = 1, q = 0)  ,

depicted in Fig. 5.

B. SDE with the Nonlinear Drift Term

dX = (−κX3 + λX2 − QX + R) dt + σX2 dW(t)  . (26)

FIG. 2
Comparison of numerical solution of Eq. (19) with analytical solution (21) for Ito stochastic integral.
Parameters: q = 0.5, a = 1.0, x0 = 1, x1 = 0, x2 = L = 1, N = 6 000, h = 50, k = 0.001, α = 0;
numerical solution (points), analytical solution (lines); a ❍ t = 0.02, ● t = 0.10, ∆ t = 0.20; b ❍ t = 1.0,
● t = 4.0, heavy line: stationary solution according to Eq. (23) (analytical solution for t = 4.0 is not
shown) (all parameter and variable values are given in arbitrary time and length units)
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This equation was used for description of the tumor cell population dynamics19–22.
Symbols κ, λ, Q, R and σ denote parameters of the population. The process X(t) gener-
ated by Eq. (26) possesses either unimodal or bimodal stationary probability density
function depending on parameter values and the kind of stochastic integral used (see
Appendix A):

fs
α(x) = 

Cα

x2[2(1−α)+κ/σ2]
 exp 





2
σ2




−λ

x
 + 

Q
2x2 − 

R
3x3








  , (27)

FIG. 3
Comparison of numerical solution of Eq. (19) with analytical solution (21) for various kinds of sto-
chastic integral. Parameters: q = 0.5, a = 0.01, x0 = 1, x1 = 0, x2 = L = 1, N = 6 000, h = 50, k =
0.001; a t = 0.5, b t = 2.5, c t = 5.0, d t = 7.0; ❍ Ito stochastic integral (α = 0), ● Stratonovich
stochastic integral (α = 1/2), ∆ transport stochastic integral (α = 1); −−−− analytical solution of Eq.
(19) for α = 0, − . − . −  stationary solution according to Eq. (23) for α = 1/2, −−  −−  −− stationary
solution according to Eq. (23) for α = 1 (all parameter and variable values are given in arbitrary time
and length units)
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where Cα is the normalization factor and α again defines a kind of stochastic integral.
The numerically obtained stationary solution of Eq. (26) together with function (27)
confined to positive spatial half-axis are depicted in Fig. 6.

C. SDE with the Stochastic Term Being Explicit Function of Time

dX = g



1 − exp (−Φt)

Φ




1/2

 dW(t) (28)

FIG. 4
Comparison of numerical solution of Eq. (19) with analytical solution (21) for various kinds of sto-
chastic integral. Parameters: q = 0.5, a = 1, x0 = 1, x1 = 0, x2 = L = 1, N = 6 000, h = 50, k = 0.001;
a t = 0.02, b t = 0.1, c t = 0.20; ❍ Ito stochastic integral (α = 0), ● Stratonovich stochastic integral
(α = 1/2), ∆ transport stochastic integral (α = 1); −−−− analytical solution of Eq. (19) for α = 0 (all
parameter and variable values are given in arbitrary time and length units)
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FIG. 5
Stationary solutions of Eq. (19) without drift term
for different kinds of stochastic integral. Par-
ameters: q = 0, a = 1.0, x0 = 0, x1 = –1, x2 = +1,
N = 10 000, h = 40, k = 0.001, t = 10; lines: ana-
lytical solutions (23); numerical solutions: ❍ Ito
stochastic integral, ● Stratonovich stochastic inte-
gral, ∆ transport stochastic integral (all parameter
and variable values are given in arbitrary time and
length units)
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FIG. 6
Comparison of numerical stationary solution of Eq. (26) with analytical stationary solution (27) for
various kinds of stochastic integral. Parameters: κ = 1, λ = 3.6, Q = 3.0, R = 0.7, σ = 0.4 (a, b, and
c), σ = 0.3 (d, e, and f ), N = 6 000, h = 100, k = 0.001; a, d Ito stochastic integral (α = 0), b, e
Stratonovich stochastic integral (α = 1/2); c, f transport stochastic integral (α = 1); −−−− analytical
stationary solution (27); ● numerical stationary solution (all parameter and variable values are given
in arbitrary time and length units)
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This SDE generates the same stochastic diffusional process X(t) with the Gaussian dis-
tribution for all kinds of stochastic integration. The time evolution of variance of the
process X(t) is (cf. Appendix A)

σ2(t) = 




g
Φ





2

 [Φt − 1 + exp (−Φt)]  . (29)

It was proved earlier33 that relation (29) results from modelling the diffusional motion
of particles having distributed velocities. That model was shown to be an improvement
of the conventional diffusional models considering time independent diffusion coeffi-
cient at the beginning of the process.

As far as only the confirmation of independence of the process X(t) generated by Eq. (28)
on the kind of stochastic integration used was required the variance of the process X(t)
was evaluated solely as a function of time. The process X(t) was considered to be
defined over interval 〈−L,+L〉 with initial value x0 = 0. With respect to the spatial sym-
metry of the process X(t), the estimate of its variance is given by the relation

[sx
α(t)]2 = ∑ 

j=1

N
[Xj

α(t)]2

N − 1
  , (30)

where Xj
α denotes individual trajectories of X(t) for the given value of α. In Appendix

A it is shown that variance σx
2(t) for any value of α is given by the relation

σx
2(t) = L2







1
3
 + 

4
π2 ∑ 

m=1

∞
(−1)m

m2  exp 



−2σ2(t)m2π2

L2











  , (31)

where σ2(t) is given by Eq. (29). Function σx
2(t) according to Eq. (31) is compared with

estimate [sx
α(t)]2 (see Eq. (30)) in Fig. 7 for all kinds of the stochastic integral.

RESULTS AND DISCUSSION

As far as only particular problems concerning the numerical solution of SDEs are ad-
dressed in this paper, the only qualitative (graphical) comparison of numerical and ana-
lytical solutions of test SDEs is used instead of more sophisticated statistical tests.

Figures 5 and 6 show a good agreement of stationary numerical solutions of Eqs (19)
and (26) both for uni- and bimodal distributions. The Newton method using the Ito
increment as an initial guess was adopted for evaluating ∆Xi

α in case of the Stratonovich
stochastic integral. The results confirm applicability of this approach. The maximum
time step size estimation according to Eq. (18) is applicable despite its certain incor-
rectness. This is documented in Figs 1–6 by a fairly good agreement of numerical
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solutions of SDEs and analytical solutions of the corresponding Kolmogorov diffusion
equations. The differences among the Ito, Stratonovich and transport integral of the
same SDE are shown in Figs 3–6. These differences are negligible for low time values
(due to identical initial distribution) and they become remarkable at high values of
time. Figure 7 illustrates that all the kinds of stochastic integration yield the same sol-
ution for SDEs with stochastic term independent of the process X(t) itself.

All the kinds of the stochastic integral can be numerically simulated by the numerical
procedure described in this paper. Solutions unavailable by analytical methods can be
therefore gained, see Figs 3 and 4. However, it is necessary to perform a preliminary
analysis of each particular SDE with respect to the performance of the iterative proce-
dure for ∆Xi

α evaluation with various values of problem parameters and time step size.
This iterative procedure is somewhat time-consuming, therefore, more powerful com-
puters are to be used, e.g., with parallel processing13,25,26, or transformation (8) of the
Stratonovich or transport integral to Ito one can be adopted (with β = 0).

It has to be pointed out that the application of common numerical methods (Runge–
Kutta methods, Merson method, etc.) for the integration of SDEs may yield erroneous
results. Let us consider Eq. (4) in a simplified form (without drift term v[X(t),t]) and
with the diffusion coefficient being a function only of the evaluated process

dXα(t) = G[Xα(t)] dW(t)  . (32)

Only the Ito integral of Eq. (32) will be considered, therefore the superscript α will be
omitted in the following text. Eqs (16) simplify to

Xi+1 = Xi + G(Xi)H  , (33)

0.4

0.3

0.2

0.1

0.0

σα
2(t)

0.0             2.5             5.0              7.5            10.0
t

FIG. 7
Time evolution of variance of stochastic process X(t)
generated by SDE (28). Parameters: Φ = 1, g = 0.35,
N = 8 192, h = 100, k = 0.001, x0 = 0, x1 = –1, x2 = +1,
L = 2; −−−− analytical solution (31), ● variance
estimate according to Eq. (29) for all kinds of sto-
chastic integral (all parameter and variable values
are given in arbitrary time and length units)
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where H = √kN01. Equation (33) is formally identical with the Euler method formula
for ODEs solution. An improvement of this method are Runge–Kutta methods of the
second order32, e.g., the Heun method or the modified Euler method. Formal applica-
tion of these methods leads to the equation

Xi+1 = Xi + (1 − ω)G(Xi))H + ωHG[Xi + HG(Xi)/(2ω)]  , (34)

with ω = 1/2 for the Heun method and ω = 1 for the modified Euler method. It is shown
in Appendix B that the application of Euler method yields the Ito solution (α = 0) of the
SDE and both the Heun and the modified Euler method yield the Stratonovich solution,
i.e., the solution of Eq. (32) for α = 1/2. This conclusion was proved by numerical

1.0
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0.6

0.4

0.2

0

Ssq(t)

0                         5                        10                       15t

c

FIG. 8
Time evolution of sum of squares of deviations
of numerical solutions of Eq. (19) by various
numerical methods. Parameters: k = 0.001, h = 40,
N = 10 000 (plotted points represent average of 10
independent simulations), q = 0, a = 1; a Euler
method (Eq. (33)), b modified Euler method (Eq.
(34), ω = 1), c Heun method (Eq. (34), ω = 1/2);
❍ related to Ito stochastic integral, ● related to
Stratonovich stochastic integral (all parameter
and variable values are given in arbitrary time
and length units)
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solution of Eq. (19) using q = 0 and considering the reflecting boundaries at x = ±1.
Uniform distribution was considered as the initial condition

lim
t→0+

 f(x;t| x0) = f(x0) = 




1/2  for  | x0| ≤ 1
0     for  | x0 | > 1




  . (35)

The results of numerical simulation were compared with the stationary probability den-
sity functions, i.e. with the first two of Eqs (25). Figure 8 shows the time evolution of
the sum of squares of deviations between numerical and analytical solution:

Ssq(t) = ∑ 
i=1

h 






ni(t)
n

 − ∫ 
(i−1)/h

i/h

fs
α(x) dx








2

  . (36)

Symbol h denotes the number of bins, ni/n is the relative count of trajectories in the i-th
bin at time t. The horizontal line in Fig. 8 shows sum of squares of deviations between
fs
l (x) and fs

S(x) and the course of lines confirms the above conclusion.

CONCLUSIONS

The simple first-order numerical iterative procedure was developed for the solution of
stochastic differential equations for diffusion processes. The procedure makes it
possible to perform all kinds of stochastic integration by changing single parameter.
The method enables to find an approximate numerical solution of partial differential
equation of diffusional type by solving the corresponding stochastic differential equa-
tions.

The method makes it possible to solve problems with space- and time-varying diffu-
sivities and various kinds of boundary conditions. The accuracy of the method can be
varied within a wide range by selection of a number of trajectories generated and
proper time step size.

It was shown by theoretical analysis and proved by numerical simulations that the
formal application of common numerical procedures of higher orders for the numerical
solution of ordinary differential equations can yield erroneous results (another kind of
stochastic integral than requested can be obtained) when applied to the numerical solu-
tion of stochastic differential equations. More sophisticated methods of second order
(reviewed, e.g., by Petersen26) require abundant computational effort compared with
the simple algorithm presented in this paper.
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APPENDIX A

Analytical Solution of Diffusion Equations Corresponding to the Example SDEs

First we shall prove that Eq. (9) has a simple analytical solution for zero drift velocity
v, α = 1/2 and coefficient G being independent of time. After multiplying Eq. (9) by G
and after rearrangements, the following relation results

∂p
∂t

 − 
1
2
G(x) ∂

∂x
 



G(x) ∂p

∂x



 = 0,  (p ≡ fG(x))  . (A1)

After substituting

y = ∫ dx
G(x) ,  t = τ  , (A2)

the simple diffusion equation is obtained

∂p
∂τ  − 

1
2
 
∂2p
∂y2 = 0  . (A3)

Solution of this equation exposed to reflecting boundaries at y1 = 0 and y2 = K can be
written as34

p(y;τ| y0)  = 
1

√2πτ  ∑ 
−∞

+∞ 


exp 




−

(y − y0 + 2nK)2

2τ



 + exp 




−

(y + y0 + 2nK)2

2τ







 =

 = 
1
K

 






1 + 2 ∑ 

n=1

+∞

exp 



−τn2π2

2K2




 cos 




nπy
K




 cos 





nπy0

K











  . (A4)

This result will be used for evaluating TPDF f of SDE (19):
A) A comparison of Eqs(4) and (9) proves that the Kolmogorov diffusion equation

corresponding to SDE (19) has form

∂fα

∂t
 + qΦ 

∂
∂x

 (xfα) + αΦ 
∂
∂x

 (xfα) − 
1
2
 

∂2

∂x2 (a2 + x2)fα = 0  . (A5)

Using Eq. (20), we can obtain the following relation valid for all values of α (it will be,
therefore, omitted in the following text)
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∂f
∂t

 − 
1
2

 
∂
∂x

 



√a2 + x2 

∂
∂x

 √a2 + x2 f



 = 0  . (A6)

After substituting the particular form of function G in Eq. (A2), we obtain transforma-
tions

y  = ∫ 
0

x
dz

√a2 + z2
 = arcsinh 




x
a




 = ln 




√a2 + x2 + x

a





τ  = Φt  . (A7)

In this way, the solution given by Eq. (21) was obtained.
B) Diffusion equation corresponding to SDE (26) has the form

∂fα

∂t
 + 

∂
∂x

 R − Qx + λx2 − κx3 f
α  + 2α 

∂
∂x

 (x3fα) − 
σ2

2
 

∂2

∂x2 (x4fα) = 0  . (A8)

Stationary solution of this equation for x ≥ 0 is given by Eq. (27). Values of constants
Cα have to be evaluated numerically.

C) Diffusion equation corresponding to SDE (28), whose stochastic term is an ex-
plicit function of time, can be written in the simple form (for any value of α)

∂f
∂t

 − 
g2

Φ  [1 − exp (−Φt)] ∂2f
∂x2 = 0  . (A9)

As in Eq. (A7) we put

y  = x  ,

τ  = 
g2

Φ  ∫ 
0

t

[1 − exp (−Φs)] ds = 




g
Φ





2

[Φt − 1 + exp (−Φt)]  , (A10)

(cf. Eq. (29)) and finally we obtain Eq. (A3) with p(y,τ | y0) = f(x;t | x0). The solution for
reflecting boundaries at x1 = –L and x2 = +L together with initial condition δ(x – x0) = δ(x) is

f(x;t|0) = 
1

2L
 









1 + 2∑ 

n=1

+∞

exp 



−2τn2π2

L2




 cos 




nπx
L














  . (A11)
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The above function is even and mean value of x is therefore zero. Variance of x is
simply given by

σx
2(t) = 2 ∫ 

0

L

x2f(x;t|0) dx  . (A12)

After performing integration, one gets Eq. (31).

APPENDIX B

Formal Application of the Second-Order Runge–Kutta Methods to the Numerical
Solution of SDEs

Let us consider SDE (4) without deterministic (drift) term v[X(t),t] and with stochastic
term not being an explicit function of time

dX(t) = G(X(t)) dW(t)  ,      [X(t) = Xα(t)  ,    α = 0]  , (B1)

where G = G(x) and its first derivative are continuous functions of x.
An analogous ordinary differential equation (ODE) can be formally written as

dx(t) = G∗(x(t)) dt  . (B2)

The most simple numerical method for the solution of Eq. (B2) is the Euler method

xi+1 = xi + kG∗(xi)  , (B3)

with k denoting the integration step and xi = x(ti). More accurate Runge–Kutta methods
of second order are formulated in the following way32:

xi+1 = xi + (1 − ω)kG∗(xi) + ωkG∗[xi + (k/2ω)G∗(xi)]  , (B4)

where ω = 1/2 defines the Heun method and ω = 1 defines the modified Euler method.
After expanding G*(xi) in the last term on the right-hand side of Eq. (B4) in power
series of k and dropping out higher-order terms, the following formula results
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xi+1 = xi + kG∗(xi) + 
1
2
k2Gx

∗(xi)G∗(xi) + O(k3)  , (B5)

where Gx
∗ ≡ dG∗(x)/dx. Equation (B5) with respect to Eqs (B2) and (B3) represents the

Taylor expansion of x(ti  + k) up to the second-order terms.
By applying the above approach to SDE, we obtain Eq. (34), i.e., the relation equi-

valent, with respect to accuracy, to the Taylor expansion (B5)

∆X(t) ≈ G(X(t))∆W(t) + 0.5Gx(X(t))G(X(t))(∆W(t))2  , (B6)

where ∆W(t) ≈ H.
The above relation is a finite difference approximation of SDE

dX(t) = G(X(t) dW(t) + 0.5Gx(X(t))G(X(t)) dt  , (B7)

as dW2(t) = dt (cf., e.g.35). Equation (B7) obviously differs from Eq. (B1) and corre-
sponds – with respect to Eq. (8) (for α = 1/2 and β = 0) – to the Stratonovich form of
SDE

dXα(t) = G(Xα(t)) dW(t)  ,    (α = 1/2)  . (B8)

SYMBOLS

a constant in Eq. (19), m
b general transferred (balanced) quantity
c integration limit, s
C integration constant
d integration limit, s
D diffusivity, m2 s–1

f probability density function, m–1, m–3

G diffusion coefficient in Eq. (4), m s–1/2

g constant in Eq. (28), m s–1

h number of bins
H stochastic time step, s1/2

i time step index
j one-dimensional diffusional flux, s–1

K dimensionless length of interval
k time step, s
L length of interval, m
M constant in Eq. (21)
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M0 constant in Eq. (21)
N number of trajectories (particles)
N01 pseudo-random numbers with N(0,1) distribution
n number of steps
P probability
q constant in Eq. (19)
Q parameter in Eq. (26), s–1

R constant in Eq. (26), m s–1

s mean square deviation, m
Ssq sum of squares of deviations
t time, s
v velocity vector, m s–1

v drift velocity in Eq. (4), m s–1

W three-dimensional Wiener process, s1/2

W one-dimensional Wiener process, s1/2

x position vector, m
X(t) position vector of a randomly moving particle, m
X(t) stochastic process (particle position), m
y initial position, m
y position vector, m
α constant defining kind of stochastic integral
β constant defining kind of stochastic integral
Φ scale of time, s–1

κ constant in Eq. (26), m–2 s–1

λ constant in Eq. (26), m–1 s–1

σ constant in Eq. (26), m–1 s–1/2

σ2 variance, m2

Subscripts
i i -th time step
0 related to initial time instant
r relative quantity
s steady state
x related to x-axis
1 related to beginning of interval
2 related to end of interval
Superscripts
I Ito stochastic integral (α = 0)
S Stratonovich stochastic integral (α = 1/2)
T transport stochastic integral (α = 1)
α kind of stochastic integral
β kind of stochastic integral

REFERENCES

 1. Kudrna V.: Collect. Czech. Chem. Commun. 53, 1181 (1988).
 2. Gardiner C. W.: Handbook of Stochastic Methods for Physics, Chemistry and Natural Sciences.

Springer, Berlin 1985.

534 Hasal, Kudrna:

Collect. Czech. Chem. Commun. (Vol. 61) (1996)



 3. Ikeda N., Watanabe S.: Stochastic Differential Equations and Diffusion Process. North-Holland,
Amsterdam 1981.

 4. Seinfeld J. H., Lapidus L.: Mathematical Methods in Chemical Engineering, Vol. 3.
Prentice-Hall, Englewood Cliffs 1974.

 5. Kudrna V.: Collect. Czech. Chem. Commun. 53, 1500 (1988).
 6. Rao N. J., Ramkrishna D., Borwanker J. D.: Chem. Eng. Sci. 29, 1193

(1974).
 7. Berryman J. E., Himmelblau D. M.: Ind. Eng. Chem., Fundam. 12, 310 (1973).
 8. Ligon J. R., Amundson N. R.: Chem. Eng. Sci. 36, 673 (1981).
 9. Ligon J. R., Amundson N. R.: Chem. Eng. Sci. 36, 653 (1981).
10. Ligon J. R., Amundson N. R.: Chem. Eng. Sci. 36, 661 (1981).
11. Bullin J. A., Dukler A. E.: Environ. Sci. Technol. 8, 156 (1985).
12. Bullin J. A., Dukler A. E.: Chem. Eng. Sci. 30, 631 (1975).
13. Fox R. O.: Phys. Fluids, A 4, 1230 (1992).
14. Fox R. O.: Chem. Eng. Sci. 47, 2853 (1992).
15. Kudrna V., Hasal P., Rochowiecky A.: Collect. Czech. Chem. Commun. 57, 2100 (1992).
16. Kondepudi D. K., Nelson G. W.: Nature 314, 438 (1985).
17. Becus G. A.: Bull. Math. Biol. 41, 91 (1979).
18. Gard T. C., Kannan D.: J. Appl. Prob. 13, 429 (1976).
19. Lefever R., Horsthemke W.: Bull. Math. Biol. 41, 469 (1979).
20. McClintock P. V. E., Moss F.: Phys. Lett. A 107, 367 (1985).
21. Smythe J., Moss F., McClintock P. V. E.: Phys. Rev. Lett. 51, 1062 (1983).
22. Smythe J., Moss F., McClintock P. V. E., Clarkson D.: Phys. Lett. A 97, 95 (1983).
23. Brissaud A., Frish U.: J. Math. Phys. 15, 524 (1974).
24. Sveshnikov A. A.: Prikladnye metody teorii sluhainykh funktsii. Nauka, Moscow 1968.
25. Laso M.: AIChE J. 40, 1297 (1994).
26. Petersen W. P.: J. Comput. Phys. 113, 75 (1994).
27. Hasal P., Kudrna V.: Presented at 11th International Congress CHISA 93’, Prague, August

29–September 3, 1993, Lecture C3.1.
28. Gikhman I. I., Skorokhod A. V.: Stokhasticheskie differentsialnye urovneniya. Naukova dumka,

Kiev 1968.
29. Kudrna V., Turzik D.: Collect. Czech. Chem. Commun. 57, 1248 (1992).
30. Buttler E. L.: Commun. ACM 13, 50 (1970).
31. Press W. H., Flammery B. P., Tenkolsky S. A, Vetterling W. T.: Numerical Recipes. Cambridge

University Press, Cambridge 1968.
32. Kubicek M.: Numericke algoritmy reseni chemicko-inzenyrskych uloh. SNTL, Praha 1983.
33. Kudrna V.: Collect. Czech. Chem. Commun. 44, 1094 (1979).
34. Carlaw H. S., Jaeger J. C.: Conduction of Heat in Solids. Clarendon Press, Oxford 1959.
35. Jazwinski A. H.: Stochastic Processes and Filtering Theory. Academic Press, New York 1970.

Application of Stochastic Diffusion Processes 535

Collect. Czech. Chem. Commun. (Vol. 61) (1996)


